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Identifying suitable statistical model for predicting pest incidence have important role in pest 
management programmes. For this study weekly data of aphid, thrips, jassid and whitefly 
incidence of cotton at the TNAU region, Coimbatore and the weather factors influencing these 
pests incidence were used for model development. Rainfall, maximum temperature, minimum 
temperature, morning humidity, evening humidity were used as the independent variables and 
MLR, ARIMA, ARIMAX models built for each pests. Comparison of these three models was done 
and checked the model accuracy using root mean square error value. It was found that for all 
pests ARIMAX model posses lowest RMSE value compared to ARIMA and MLR. So ARIMAX 
model  was selected as best fit model.
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Cotton (Gossypium spp.) is one among the most 
important cash crops playing a key role in Indian 
economy and is designated as “king of fibre crops”. 
India is the largest producer of cotton in the world 
accounting for about twenty six per cent of global 
cotton production. Main factors affecting cotton 
yield are climatic conditions, pests and diseases. 
Cotton is ravaged by many insect pests starting from 
sowing to harvesting stage. The pests which are 
more problematic are sucking pests and bollworms. 
Understanding the factors affecting population 
abundance of the pest during the crop as well as off 
seasons would guide in formulating strategies for their 
management. Pest incidence is highly influenced by 
weather factors. Hence an attempt has been made to 
develop pest forewarning models using weather factors 
to reduce yield loss in advance. The development of 
models can depict the interaction of the pests and 
environment over time. In the present study, identified 
the suitable model for prediction of pest incidence and 
these findings may give reliable methods to identify 
environmental condition that are conducive for a 
particular pest development in cotton.

Material and Methods

Standard weekly data for pest incidence (pests per 
three leaves) were collected for cotton variety DCH-
32 from Cotton Department, TNAU, Coimbatore. The 
data corresponding to crop periods from September 
to January for four major cotton pests such as aphid, 
thrips, jassid and whitefly were selected for the study. 
The corresponding pest incidence data for aphids 
and thrips were recorded for the period of 2008-2012 
while for Jassids and Whitefly were recorded for the 
period of 2008-2017 and 2008-2015 respectively. 

Weekly weather data for Coimbatore (TNAU region) 
were collected  from Agro Climatic Research Centre, 
TNAU, Coimbatore. The weather factors selected for 
the study were maximum temperature(°C), minimum 
temperature (°C), morning humidity(%), evening 
humidity (%) ,rainfall(mm). Here cotton pest data did 
not follow normality, so square root transformation  
(
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(MA) process applied to a non-stationary data series. 
Since weekly data on pest has been used in this 
study, ARIMA models mentioned as Seasonal ARIMA 
models (SARIMA).

Seasonal ARIMA models are an adaptation of 
autoregressive integrated moving average (ARIMA) 
models to specifically fit seasonal time series. Their 
construction includes the seasonal part in model 
fitting. A combination of non-seasonal and seasonal 
process yields the multiplicative Seasonal ARIMA, 
(p,d,q) × (P,D,Q)m, where m is the periods per season. 
The general forms as:

ΦP(Bs ) ɸp (B) (1-B)d  (1-Bs )DYt =ƟQ(B) ɛt

Where: ɸp (B), θq (B) and (1-B)d are non-seasonal 
autoregressive operator of order p, non-seasonal 
moving average operator of order q and non-seasonal 
differencing operator of order d, respectively. 

Where ΦP(Bs), (1-Bs)D and ƟQ(Bs) are seasonal 
autoregressive operator, moving average operator 
and differencing operator their orders are P,D and Q 
respectively, and are represented by:

ΦP(Bs) = 1- Φ1 Bs- Φ2 B2s - ............- ΦP BPs

ƟQ(Bs) = 1- Ɵ1 Bs- Ɵ2 B2s - ............- ƟQ BQs

Where: s indicates the length of seasonality.
ARIMAX or regression with ARIMA errors

 ARIMAX method is an extension method of 
ARIMA model. In forecasting, this method involves 
independent variables also.The independent 
variables used in this study were weather factors that 
affect the pest incidence. Multiple regression models 
of the formY =β0 + β1 X1 + ....+ βi Xi+ɛ. Where Y is a 
dependent variable of the Xi predictor variables and ɛ 
usually assumed to be an uncorrelated error term 
(i.e., it is white noise). We considered tests such as 
the Durbin-Watson test for assessing whether ɛ was 
significantly correlated. We will replace ɛ by nt in the 
equation. The error series nt is assumed to follow an 
ARIMA model. For example, if nt follows an ARIMA 

(1,1,1) model, we can write    

Y =β0 + β1 X1 + β2 X2 + ............... + βi Xi + nt    

 (1- ɸ1 B)(1-B) nt  =(1+θ1 B)ɛt

Where ɛt, is a white noise series. ARIMAX 
model have two error terms here the error from the 
regression model which we denote by nt and the 
error from the ARIMA model which we denote by 
ɛt. Only the ARIMA model errors are assumed to be 
white noise.
Root mean square error

The root mean square error (RMSE) is a 
frequently used measure of the difference between 
values predicted by a model and the actually 
observed values. Less RMSE needed for the best fit 
model. RMSE can be calculated by using the equation
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Table 1. Multiple linear regression of pests with weather factors

Pests Equation R2 RMSE
Aphid Y= 7.027-0.006(rain)-0.286 (maximum temperature)  

+0.178(minimum temperature)+ 0.046(morning humidity)-
0.066(evening  humidity)

0.232** 0.87699

Thrips Y= 2.564+0.002(rain)+0.043 (maximum temperature) 
- 0 . 034 (m in imum tempe ra tu re ) -0 .029 (morn ing  
humidity)+0.008(evening  humidity)

0.098* 0.32686

Jassid Y= 5.101-0.002(rain)+0.047 (maximum temperature)-
0.049(minimum temperature)-0.033(morning  humidity)-0.006 
(evening  humidity)

0.141** 0.71047

Whitefly Y= 4.766-0.000032(rain)-0.084 (maximum temperature)  + 
0.008(minimum temperature)- 0.001(morning  humidity)-
0.015(evening  humidity)

0.062 0.56966

Note: ** significant at 1%, *significant at 5%.



315

0.32686. MLR for jassid was found to be significant 
with R2 value of 0.141 and RMSE 0.71047. MLR for 
whitefly was not  significant with R2 value of 0.062 and 
RMSE 0.5696. Akram et al (2013) also used same 
method to study impact of weather on whitefly and 
thrips incidence of cotton. Raghavendra et al. (2014) 
also used MLR for predicting pest incidence of cotton.
Table 2. Fitted ARIMA and ARIMAX models of 
pests

Pests Models RMSE AIC

Aphid
SARIMA (0,0,3) (1,0,1)20 0.635 210.4

SARIMAX (1,0,0) (1,0,0)20 0.616 204.9

Thrips
SARIMA (1,0,0)20 0.2872 40.63

SARIMAX (1,0,0)20 0.2730 40.53

Jassid
SARIMA (0,1,0) (2,0,1)20 0.4188 207

SARIMAX (0,1,0) (2,0,1)20 0.3980 197.7

Whitefly
SARIMA (1,0,0) (2,0,0)20 0.3308 113.8

SARIMAX (1,0,0) (2,0,1)20 0.2932 100.3

ARIMA and ARIMAX models for pests

Weekly data of pest incidence were used to 
fit ARIMA and Autoregressive Integrated Moving 
Average with regression (ARIMAX) model. So 
ARIMA and ARIMAX model mentioned as seasonal 
ARIMA(SARIMA) and SARIMAX respectively. Best 
fitted models are presented in the Table 2,and RMSE 
and AIC values were calculated.

For aphid SARIMA (0,0,3) (1,0,1)20 and 
SARIMAX(1,0,0) (1,0,0)20 with 0.63 and 0.61 
RMSE respectively. AIC values are 210.4 and 
204.9 respectively. For Thrips SARIMA (1,0,0)20 
and SARIMAX (1,0,0)20 with 0.2872 and 0.2730 
RMSE respectively. AIC values are 40.63 and 40.53 
respectively. In case of Jassid SARIMA (0,1,0) (2, 
0,1)20 and SARIMAX (0,1,0) (2,0,1)20 with 0.4188 and 
0.3980 RMSE values respectively. AIC values are 207 
and 197.7 respectively. For Whitefly SARIMA (1,0,0) 
(2,0,0)20 and SARIMAX (1,0,0) (2,0,1)20 with 0.3308 
and 0.2932 RMSE respectively. AIC values are 113.8 
and 100.3 respectively. 
Table 3. RMSE value of MLR,ARIMA, ARIMAX for 
different pests   

Pests Models RMSE

Aphid

MLR 0.876

ARIMA 0.635

ARIMAX 0.616

Thrips

MLR 0.326

ARIMA 0.287

ARIMAX 0.273

Jassid

MLR 0.710

ARIMA 0.418

ARIMAX 0.398

Whitefly

MLR 0.569

ARIMA 0.330

ARIMAX 0.293

ARIMAX showed lowest RMSE and AIC values. 
From the best fitted model, the result concluded 
that ARIMAX showed better result compared to 
ARIMA. Arya et al. (2015) predicted pest population 
using ARIMAX model. Anggraeni et al.(2017) also 
used ARIMAX method to predict the number of 
dengue  fever  patients  in Indonesia  by  using trend  
data and the results showed  that  ARIMAX was 
suitable  for irregular  patterned  data. Kongcharoen 
and Kruangpradit (2013) also used ARIMAX for 
forecasting export to major trade partners.
Comparison between  MLR, ARIMA and ARIMAX for 
different pests

Accuracy of models was checked by using 
RMSE value and it was given in the Table 3. For 
aphid lowest RMSE value obtained for ARIMAX 
model (0.616) followed by ARIMA model(0.635)
and then MLR model (0.876). For thrips lowest 
RMSE value for ARIMAX model (0.273) followed by 
ARIMA (0.287) and then MLR model (0.326). For 
jassid lowest RMSE value for ARIMAX model(0.398) 
followed by ARIMA model (0.418) and then  MLR 
model(0.710).For whitefly lowest RMSE value for 
ARIMAX model(0.293) followed by ARIMA(0.330) and 
then MLR model(0.569).Based on the lowest RMSE 
value, ARIMAX model recorded highest accuracy 
of prediction compared to ARIMA and MLR models.

Conclusion

ARIMAX model recorded the lowest RMSE values 
for all the pests compared to MLR and ARIMA. So 
ARIMAX selected as best model for predicting pest 
incidence of aphid, thrips, jassid and whitefly of cotton 
using weather factors in the study area.
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